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Abstract

Graph structured data are abundant in the real world. Among different graph
types, directed acyclic graphsAGs) are of particular interest to machine learning
researchers, as many machine learning models are realized as computations on
DAGS, including neural networks and Bayesian networks. In this paper, we study
deep generative models foaGs, and propose a novehG variational autoencoder
(D-vAE). To encodebAGs into the latent space, we leverage graph neural networks.
We propose an asynchronous message passing scheme that allows encoding the
computations omAGS, rather than using existing simultaneous message passing
schemes to encode local graph structures. We demonstrate the effectiveness of
our proposea-VAE through two tasks: neural architecture search and Bayesian
network structure learning. Experiments show that our model not only generates
novel and validbDAGs, but also produces a smooth latent space that facilitates
searching foDAGs with better performance through Bayesian optimization.

1 Introduction

Many real-world problems can be posed as optimizing of a directed acyclic graph (epresenting
some computational task. For example, the architecture of a neural netwankdés dhe problem

of searching optimal neural architectures is essentiatin@a optimization task. Similarly, one
critical problem in learning graphical models — optimizing the connection structures of Bayesian
networks [L], is also abAG optimization taskDAG optimization is pervasive in other elds as well.

In electronic circuit design, engineers need to optintize circuit blocks not only to realize target
functions, but also to meet speci cations such as power usage and operating temperature.

DAG optimization is a hard problem. Firstly, the evaluation afsG's performance is often time-
consuming (e.g., training a neural network). Secondly, state-of-the-art black-box optimization
techniques such as simulated annealing and Bayesian optimization primarily operate in a continuous
space, thus are not directly applicablentec optimization due to the discrete naturemi{cs. In
particular, to make Bayesian optimization work for discrete structures, we need a kernel to measure
the similarity between discrete structures as well as a method to explore the design space and
extrapolate to new points. Principled solutions to these problems are still lacking.

Is there a way to circumvent the trouble from discreteness? The answer is yes. If emlcad all

DAGS to a continuous spacand make the space relatively smooth, we might be able to directly use
principled black-box optimization algorithms to optimizeGs in this space, or even use gradient
methods if gradients are available. Recently, there has been increased interest in training generative
models for discrete data types such as molece8][ arithmetic expressiondl], source code

[5], undirected graphsg], etc. In particular, Kusner et aJ3] developed a grammar variational
autoencoderg-VvAE) for molecules, which is able to encode and decode molecules into and from
acontinuous latent spaceallowing one to optimize molecule properties by searching in this well-
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behaved space instead of a discrete space. Inspired by this work, we propose to also train a variational
autoencoder foDAGS, and optimizeAG structures in the latent space via Bayesian optimization.

To encodeDAGS, we leverage graph neural networksi(s) [7]. Traditionally, aGNN treats all

nodes symmetrically, and extracts local features around nodsisioytaneouslypassing all nodes'
neighbors' messages to themselves. However, such a simultaneous message passing scheme is
designed to learn local structure features. It might not be suitabieAfes, since in @AG: 1) nodes

are not symmetric, but intrinsically have some ordering based on its dependency structure; and 2) we
are more concerned about the computation represented by the entire graph, not the local structures.

In this paper, we propose asynchronous message passing scheteeencode the computations

on DAGS. The message passing no longer happens at all nodes simultaneously, but respects the
computation dependencies (the partial order) among the nodes. For example, suppose node A has
two predecessors, B and C, imaG. Our scheme does not perform feature learning for A until the
feature learning on B and C are both nished. Then, the aggregated message from B and C is passed
to A to trigger As feature learning. This means, although the message passing is not simultaneous, it
is also not completely unordered — some synchronization is still required. We incorporate this feature
learning scheme in both our encoder and decoder, and propaseariational autoencodefD-VAE).

D-VAE has an excellent theoretical property for modelirgss— we prove thab-VAE caninjectively
encodecomputationson DAGS. This means, we can build a mapping from the discrete space to a
continuous latent space so thleatery DAG computation has itanique embedding in the latent space,
whichjusti es performing optimization in the latent space instead of the original design space.

Our contributions in this paper are: 1) We prop0seAE, a variational autoencoder forGs using

a novel asynchronous message passing scheme, which is able to injectively encode computations.
2) Based orp-VAE, we propose a newAG optimization framework which performs Bayesian
optimization in a continuous latent space. 3) We aplyAE to two problems, neural architecture
search and Bayesian network structure learning. Experiments shon-tiaa not only generates

novel and validAGs, but also learns smooth latent spaces effective for optimzimystructures.

2 Related work

Variational autoencoder (VAE) [8, 9] provides a framework to learn both a probabilistic generative
modelp (xjz) (the decoder) as well as an approximated posterior distribati¢ejx) (the encoder).
VAE is trained through maximizing the evidence lower bound

L(: iX)= Ez g @nllogp (xjz)]  KL[q (zjx)kp(2)]: 1)

The posterior approximation (zjx) and the generative model(xjz) can in principle take arbitrary
parametric forms whose parameterand are output by the encoder and decoder networks. After
learningp (Xxjz), we can generate new data by decoding latent space vecsarspled from the
prior p(z). For generating discrete dafa(xjz) is often decomposed into a series of decision steps.

Deep graph generative modelsise neural networks to learn distributions over graphs. There are
mainly three types: token-based, adjacency-matrix-based, and graph-based. Token-based models
[2, 3, 10] represent a graph as a sequence of tokens (e.g., characters, grammar rules) and model these
sequences USIrgNNS. They are less general since task-speci ¢ graph grammars sishi iess

for molecules 11] are required. Adjacency-matrix-based modéig [L3, 14, 15, 16] leverage the

proxy adjacency matrix representation of a graph, and generate the matrix in one shot or generate
the columns/entries sequentially. In contrast, graph-based md@&gjélg [L8, 19] seem more natural,

since they operate directly on graph structures (instead of proxy matrix representations) by iteratively
adding new nodes/edges to a graph based on the existing graph and node states. In addition, the
graph and node states are learnedjlaph neural networks (GNNs), which have already shown

their powerful graph representation learning ability on various tasks [20, 21, 22, 23, 24, 25, 26, 27].

Neural architecture search (NAS) aims at automating the design of neural network architectures.
It has seen major advances in recent yead8; 29, 30, 31, 32, 33]. See Hutter et al[34] for

an overview. NAS methods can be mainly categorized into: 1) reinforcement learning methods
[28, 31, 33] which train controllers to generate architectures with high rewards in terms of validation
accuracy, 2) Bayesian optimization based meth88g\Which de ne kernels to measure architecture
similarity and extrapolate the architecture space heuristically, 3) evolutionary appro2ghes B7]

which use evolutionary algorithms to optimize neural architectures, and 4) differentiable methods



[32, 38, 39] which use continuous relaxation/mapping of neural architectures to enable gradient-based
optimization. In Appendix A, we include more detailed discussion on several most related works.

Bayesian network structure learning @NSL) is to learn the structure of the underlying Bayesian
network from observed datd(), 41, 42, 43]. Bayesian network is a probabilistic graphical model
encoding conditional dependencies among variables viaza[1]. One main approach f@ansL

is score-based search, i.e., de ne some “goodness-of- t” score for network structures, and search
for one with the optimal score in the discrete design space. Commonly used scores Biclude
andsDeu, mostly based on marginal likelihootl.[ Due to thenp-hardness44], however, exact
algorithms such as dynamic programmidg][or shortest path approache]47] can only solve
small-scale problems. Thus, people have to resort to heuristic methods such as local search and
simulated annealing, etc. [48NsL is still an active research area [41, 43, 49, 50, 51].

3 DAG variational autoencoder (D-VAE)

In this section, we describe our proposeslc variational autoencodeDfVAE). D-VAE uses an
asynchronous message passing scheme to encode and deasdén contrast to the simultaneous
message passing in traditior@liNs, D-VAE allows encodingomputationsather tharstructures

De nition 1. (Computation) Given a set of elementary operatio®s a computationC is the
composition of a nite number of operations2 O applied to an input signat, with the output of
each operation being the input to its succeeding operations.

The set of elementary operatiofs
depends on speci ¢ applications. For
example, when we are interested in
computations given by a calculat@,

15 - will be the set of all the operations de-

o " ned on the functional buttons, such

Figure 1: Computations can be representeddgs. Note thatthe gs+, | | | etc. When modeling
left and rightbAGs represent the same computation. neural networksO can be a prede-

ned set of basic layers, such as 3 convolution, 5 5 convolution, 2 2 max pooling, etc. A
computation can be represented as a directed acyclic gray#t),(with directed edges representing
signal ow directions among node operations. The graph must be acyclic, since otherwise the input
signal will go through an in nite number of operations so that the computation never stops. Figure 1
shows two examples. Note that the two differeats in Figure 1 represent the same computation,

as the input signal goes through exactly the same operations. We discuss it further in Appendix B.

3.1 Encoding

We rstintroduce the encoder @-VAE, which can be seen as a graph neural netwerk\) using

an asynchronous message passing scheme. Givag &, we assume there is a single starting node
which does not have any predecessors (e.g., the input layer of a neural architecture). If there are
multiple such nodes, we add a virtual starting node connecting to all of them.

Similar to standar@&NNs, we use an update functi@hto compute the hidden state of each node
based on its neighbors' incoming message. The hidden state ofrisdgven by:
hy = U(xy; hY); @)

wherex, is the one-hot encoding ofs type, anchi? represents the incoming message.tbi? is
given by aggregating the hidden states'sfpredecessors using an aggregation funcéion

h"=A( hy:u! v); (3)
whereu ! v denotes there is a directed edge froo v, and hy :u! v represents a multiset
of v's predecessors' hidden states. If an empty set is inpAt oorresponding to the case for the
starting node without any predecessors), wéletutput an all-zero vector.

Compared to the traditional simultaneous message passingyAE the message passing for a node

must wait until all of its predecessors' hidden states have already been computed. This simulates
how a computation is really performed — to execute some operation, we also need to wait until all
its input signals are ready. So how to make sure all the predecessor states are available when a new
node comes? One solution is that we can sequentially perform message passing for nodes following a
topological orderingof the DAG. We illustrate this encoding process in Figure 2.



Aggregate messages
from predecessors

Update the hidden
state of this node

Figure 2: An illustration of the encoding procedure for a neural architecture. Following a topological ordering,
we iteratively compute the hidden state for each node (red) by feeding in its predecessors’ hidden states (blue).
This simulates how an input signal goes through a computation, with h,, simulating the output signal at node v.

After all nodes’ hidden states are computed, we use h,, , the hidden state of the ending node v,,
without any successors, as the output of the encoder. Then we feed h,,, to two MLPs to get the mean
and variance parameters of the posterior approximation ¢, (z|G) in (1). If there are multiple nodes
without successors, we again add a virtual ending node connecting from all of them.

Note that although topological orderings are usually not unique for a DAG, we can take any one of
them as the message passing order while ensuring the encoder output is always the same, revealed by
the following theorem. We include all theorem proofs in the appendix.

Theorem 1. The D-VAE encoder is invariant to node permutations of the input DAG if the aggregation
function A is invariant to the order of its inputs.

Theorem 1 means isomorphic DAGs are always encoded the same, no matter how we index the nodes.
It also indicates that so long as we encode a DAG complying with its partial order, we can perform
message passing in arbitrary order (even parallelly for some nodes) with the same encoding result.

The next theorem shows another property of D-VAE that is crucial for its success in modeling DAGs,
i.e., it is able to injectively encode computations on DAGS.

Theorem 2. Let G be any DAG representing some computation C. Let vy, ..., v, be its nodes
following a topological order each representing some operation 0;, 1 < 1 < n, where v,, is the ending
node. Then, the encoder of D-VAE maps C to h,,, injectively if A is injective and U is injective.

The significance of Theorem 2 is that it provides a way to injectively encode computations on
DAGS, so that every computation has a unique embedding in the latent space. Therefore, instead of
performing optimization in the original discrete space, we may alternatively perform optimization
in the continuous latent space. In this well-behaved Euclidean space, distance is well defined, and
principled Bayesian optimization can be applied to search for latent points with high performance
scores, which transforms the discrete optimization problem into an easier continuous problem.

Note that Theorem 2 states D-VAE injectively encodes computations on graph structures, rather
than graph structures themselves. Being able to injectively encode graph structures is a very strong
condition, as it implies an efficient algorithm to solve the challenging graph isomorphism (GI)
problem. Luckily, here what we really care about are computations instead of structures, since we
do not want to differentiate two different structures G; and G5 as long as they represent the same
computation. Figure 1 shows such an example. Our D-VAE can identify that the two DAGs in
Figure 1 actually represent the same computation by encoding them to the same vector, while those
encoders focusing on encoding structures might fail to capture the underlying computation and output
different vectors. We discuss more advantages of Theorem 2 in optimizing DAGs in Appendix G.

To model and learn the injective functions .4 and U, we resort to neural networks thanks to the
universal approximation theorem [52]. For example, we can let A be a gated sum:

by =) g(h,) ©m(h,), )
where m is a mapping network and g is a gating network. Such a gated sum can model injective
multiset functions [53], and is invariant to input order. To model the injective update function U/, we
can use a gated recurrent unit (GRU) [54], with hi; treated as the input hidden state:
h, = GRU,(x,, h™). (5)
Here the subscript e denotes “encoding”. Using a GRU also allows reducing our framework to
traditional sequence to sequence modeling frameworks [55], as discussed in 3.4.






each step according to the decoding distributions described in Section 3.2 and calculate subsequent
decoding distributions based on the sampled results.

3.4 Discussion and model extensions

Relation with RNNs. TheDb-VAE encoder and decoder can be reduced to ordiramns when the
input DAG is reduced to a chain of nodes. Although we propopseE from aGNN's perspective,
our model can also be seen as a generalization of traditional sequence modeling fram&&d&s [
where a timestamp depends only on the timestamp immediately before it,da¢hease where a
timestamp has multiple previous dependencies. As spesias$, similar ideas have been explored
for trees [57, 17], where a node can have multiple incoming edges yet only one outgoing edge.

Bidirectional encoding. D-VAE's encoding process can be seen as simulating how an input signal
goes through ®AG, with h, simulating the output signal at each nodeThis is also known as

forward propagatiorin neural networks. Inspired by the bidirectiomaiN [58], we can also use
anothercru to reversely encode@ac (i.e., reverse all edge directions and encodenthe again),

thus simulating théackward propagatiomoo. After reverse encoding, we get two ending states,
which are concatenated and linearly mapped to their original size as the nal output state. We nd this
bidirectional encoding can increase the performance and convergence speed on neural architectures.

Incorporating vertex semantics.Note thatb-VAE currently uses one-hot encoding of node types
asXy, which does not consider the semantic meanings of different node types. For example, a
3 3convolution layer might be functionally very similar tdba 5 convolution layer, while being
functionally distinct from a max pooling layer. We expect incorporating such semantic meanings of
node types to be able to further impravevae's performance. For example, we can use pretrained
embeddings of node types to replace the one-hot encoding. We leave it for future work.

4 Experiments

We validate the proposdamhG variational autoencodeb¢VvAE) on two DAG optimization tasks:

* Neural architecture search.Our neural network dataset contains 19,020 neural architectures from
the ENAS software B3]. Each neural architecture has 6 layers (excluding input and output layers)
sampled from3 3and5 5convolutions3 3and5 5 depthwise-separable convolutions
[59], 3 3 max pooling, andB 3 average pooling. We evaluate each neural architecture's
weight-sharing accuracyf] (a proxy of the true accuracy) on CIFAR-16( as its performance
measure. We split the dataset into 90% training and 10% held-out test sets. We use the training set
for VAE training, and use the test set only for evaluation.

» Bayesian network structure learning. Our Bayesian network dataset contains 200,000 random
8-node Bayesian networks from thalearn package1] in R. For each network, we compute the
Bayesian Information Criteriors{(C) score to measure the performance of the network structure
for tting the Asia dataset2]. We split the Bayesian networks into 90% training and 10% test
sets. For more details, please refer to Appendix I.

Following [3], we do four experiments for each task:

» Basic abilities of VAE models. In this experiment, we perform standard tests to evaluate the
reconstructive and generative abilities ofge model forbAGs, including reconstruction accuracy,
prior validity, uniqueness and novelty.

* Predictive performance of latent representation.We test how well we can use the latent embed-
dings of neural architectures and Bayesian networks to predict their performances.

» Bayesian optimization. This is the motivating application af-vAE. We test how well the learned
latent space can be used for searching for high-performancs through Bayesian optimization.

 Latent space visualization.We visualize the latent space to qualitatively evaluate its smoothness.

Since there is little previous work anaG generation, we compaie-VAE with four generative
baselines adapted fonGs: S-VAE, GrapRNN, GCN andDeegMG. Among them s-vAE [56] and
GrapRNN [13] are adjacency-matrix-based methodsN [22] and DeegsMG [6] are graph-based
methods which use simultaneous message passing to emalesd We include more details about
these baselines and discusyAE's advantages over them in Appendix J. The training details are in
Appendix K. All the code and data are availabléntps://github.com/muhanzhang/D-VAE



Table 1: Reconstruction accuracy, prior validity, uniqgueness and novelty (%).

Neural architectures Bayesian networks
Methods Accuracy Validity Uniqueness Novelty Accuracy Validity Uniqueness Novelty
D-VAE 99.96 100.00 37.26 100.00 99.94 98.84 38.98 98.01
S-VAE 99.98 100.00 37.03 99.99 99.99 100.00 35.51 99.70
GraphRNN 99.85 99.84 29.77 100.00 96.71 100.00 27.30 98.57
GCN 98.70 99.53 34.00 100.00 99.81 99.02 32.84 99.40
DeepGMG 94.98 98.66 46.37 99.93 47.74 98.86 57.27 98.49

4.1 Reconstruction accuracy, prior validity, uniqueness and novelty

Being able to accurately reconstruct input examples and generate valid new examples are basic
requirements fowAe models. In this experiment, we evaluate the models by measuring 1) how often
they can reconstruct inpoiaGs perfectly (Accuracy), 2) how often they can generate valid neural
architectures or Bayesian networks from the prior distribution (Validity), 3) the proportion of unique
DAGS out of the valid generations (Uniqueness), and 4) the proportion of valid generations that are
never seen in the training set (Novelty).

We rst evaluate each model's reconstruction accuracy on the test sets. Following previous work
[3, 17], we regard the encoding as a stochastic process. That is, after getting the mean and variance
parameters of the posterior approximatepiizjG), we sample a from it asG's latent vector. To
estimate the reconstruction accuracy, we sarndle times for eacl®, and decode eachl0 times

too. Then we report the average proportion of the 100 decodead that are identical to the input.

To calculate prior validity, we sample 1,000 latent vectofsom the prior distributiorp(z) and

decode each latent vector 10 times. Then we report the proportion ofbsstid in these 10,000
generations. A generat@dhG is valid if it can be read by the original software which generated the
training data. More details about the validity experiment are in Appendix M.1.

We show the results in Table 1. Among all the models/aAE ands-vAE generally perform the best.

We nd that D-VAE, S-VAE andGrapRNN all have near perfect reconstruction accuracy, prior validity

and novelty. Howeve-VvAE ands-VvAE show higher uniqueness, meaning that they generate more
diverse examplessCN andDeepsMG have worse reconstruction accuracies for neural architectures
due to nonzero training losses. This is because the simultaneous message passing scheme in them
focus more on learning local graph structures, but fail to encode the computation represented by the
entire neural network. Besides, the sum pooling after the message passing might also lose some
global topology information which is important for the reconstruction. The nonzero training loss of
DeepsMG acts like an early stopping regularizer, makimgepsMG generate more unique graphs.
Nevertheless, reconstruction accuracy is much more important than uniqueness in our tasks, since we
want our embeddings to accurately remap to their original structures after latent space optimization.

4.2 Predictive performance of latent representation.

In this experiment, we evaluate how well the learned latent embeddings can predict the corresponding
DAGS' performances, which testsvae's unsupervised representation learning ability. Being able

to accurately predict a latent point's performance also makes it much easier to search for high-
performance points in this latent space. Thus, the experiment is also an indirect way to evaluate
aVAE latent space's amenability faraG optimization. Following 8], we train a sparse Gaussian
process $GP) model B3] with 500 inducing points on the embeddings of training data to predict the
performance of unseen test data. We includesthetraining details in Appendix L.

Table 2: Predictive performance of encoded means. We use two metrics to evaluate
the predictive performance of the
Neural architectures Bayesian networks latent embeddings (given by the
Methods RMSE Pearsons RMSE Pearson's mean of the posterior approximations
D-VAE  0.384 0.002 0.9200.001 0.3000.004 09590001 0 (ZjG)). One is therRMSE between
S-VAE  0.478 0.002 0.8730.001 0.3690.003 0.9330.001 thescGPpredictions and the true per-
GraphRNN  0.7260.002 0.669 0.001 0.7740.007 0.641 0.002 i
GCN  0.4850006 08700001 05570006 0.8360.002 formalmqes. Th? other is tge Pearson
DeepGMG  0.4330.002 0.8970.001 0.7880.007 06250002 Correlation coef cient (or Pearson's
r), measuring how well the predic-
tion and real performance tend to go
up and down together. A smatiMsE and a large Pearsorrsindicate a better predictive performance.
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Figure 4: Top 5 neural architectures found by each model and their true test accuracies.
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Figure 5: Top 5 Bayesian networks found by each model and gheiscores (higher the better).

All the experiments are repeated 10 times and the means and standard deviations are reported. Table
2 shows the results. We nd that both th&1SE and Pearson's of D-VAE are signi cantly better

than those of the other models. A possible explanation istthate encodes the computation, while
aDAG's performance is primarily determined by its computation. TherefdreAe's latent embed-

dings are more informative about performance. In comparison, adjacency-matrix-based methods
(s-vAE andGrapmRNN) and graph-based methods with simultaneous message passingiid
DeepsMG) both only encode (local) graph structures without speci cally modeling computations on
DAG structures. The better predictive powemmsi/AE favors using a predictive model in its latent

space to guide the search for high performance graphs.

4.3 Bayesian optimization

We perform Bayesian optimizatioB©) using the two best models;VAE ands-VAE, validated by
previous experiments. Based on thepmodel from the last experiment, we perform 10 iterations of
batchso, and average results across 10 trials. Following Kusner g&]ain each iteration, a batch

of 50 points are proposed by sequentially maximizing the expected improvemgatquisition
function, using Kriging Believerd4] to assume labels for previously chosen points in the batch. For
each batch of selected points, we evaluate their decpbded’ real performances and add them back
to thesGpto select the next batch. Finally, we check the best-performawgs found by each model

to evaluate itDAG optimization performance.

Neural architectures. For neural architectures, we select the top 15 found architectures in terms
of their weight-sharing accuracies, and fully train them on CIFAR-10's train set to evaluate their
true test accuracies. More details can be found in Appendix H. We show the 5 architectures with the
highest true test accuracies in Figure 4. As we canse@E in general found much better neural
architectures thas-vAE. Among the selected architecturesyAe achieved a highest accuracy of
94.80%, whiles-VAE's highest accuracy was only 92.79%. In addition, all the 5 architectures of
D-VAE have accuracies higher than 94%, indicating thatAE's latent space can stably nd many
high-performance architectures. More details aboutnaus experiments are in Appendix H.

Bayesian networks.We similarly report the top 5 Bayesian networks found by each model ranked
by theirsic scores in Figure 50-VAE generally found better Bayesian networks tisavae. The

best Bayesian network found Im¢yvAE achieved aic of -11125.75, which is better than the best
network in the training set with aic of -11141.89 (a highesic score is better). Note thatc is in

log scale, thus the probability of our found network to explain the data is actually 1E7 times larger
than that of the best training network. For reference, the true Bayesian network used to generate
the Asia data haseic of -11109.74. Although we did not exactly nd the true network, our found
network was close to it and outperformed all 180,000 training networks. Our experiments show that
searching in an embedding space is a promising direction for Bayesian network structure learning.

4.4 Latent space visualization

In this experiment, we visualize the latent spaces oftEemodels to get a sense of their smoothness.
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